**Title: Distributed Training of Deep Neural Networks**

Modern deep neural networks are comprised of Billions of parameters, which require massive amounts of data and time to train. Exponential growth of these networks along the years has made it impractical to train them from scratch on a single GPU/machine. Distributing the computations over several GPUs/machines can drastically reduce this training time, however, stochastic gradient descent (SGD), which is typically used to train these networks, is an inherently sequential algorithm. As a result, training deep neural networks on multiple workers is difficult, especially when using non-dedicated cloud resources trying to maintain high efficiency, scalability and final accuracy. I this talk we will survey some of the new ideas in this scope and discuss their potential.
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